Gap-filling fast electrical mobility spectrometer measurements of particle number size distributions for eddy covariance application
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Abstract

To estimate the spatial and temporal variation of urban particle number concentrations (PNC), e.g. for exposure studies, a better knowledge of the exchange of particles between the urban surface and the atmosphere is important. Size-resolved fluxes of PNCs were quantified in Berlin, Germany, using the micrometeorological eddy covariance technique. The method requires fast measurements of particle number size distributions (PNSD) by a fast particle spectrometer. The Engine Exhaust Particle Sizer Spectrometer (EEPS, TSI Inc., Model 3090) is designed for fast (10 Hz), high concentration measurements in the size range 5.6 nm < Dₚ < 560 nm, e.g. in the exhaust plume of engines. In the urban background environment of Berlin, however, PNCs in some size channels can temporarily fall below the minimum threshold concentration of the analyser. Hence, missing concentrations in respective size channels lead to gaps in the PNSD. In the present study, three gap-filling methods were applied to derive complete PNSDs: linear interpolation (LI), natural spline interpolation (NSI) and log-normal fitting (LNF). For method evaluation, 10⁵ PNSDs without gaps were used in which different numbers of artificial gaps were implemented. Using three different data sets the comparison illustrates that LI and NSI (LI: R² = 0.84 to 0.94, NSI: R² = 0.84 to 0.95) outperform LNF (R² = 0.78 to 0.88). With regard to the Berlin data set, NSI is the recommended gap-filling method since it results in a lower average uncertainty of between 10.5% and 21.8% rather than 13.3% and 22.9% for LI. It is advisable to reject the boundary areas of the PNSD from gap-filling, i.e. Dₚ < 10 nm and Dₚ > 200 nm, as this considerably improves the gap-filling quality. For applications in which gaps occur in PNSD data sets using the EEPS, this study gives advice on how to gap-fill data sets.
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INTRODUCTION

Epidemiological studies have indicated that particulate air pollution, especially ultrafine particles (UFP) with a particle diameter $D_p < 100 \text{ nm}$, might cause different health effects such as cardiovascular and respiratory diseases, lung cancer, and increased mortality (Dockery et al., 1993; Oberdörster et al., 1995; Tie et al., 2009; HEI Review Panel on Ultrafine Particles, 2013). Airborne concentrations of UFP are strongly affected by the particle emission source strength, deposition, transformation processes, and atmospheric dilution and transport (e.g. Buzorius et al., 2000; Birmili et al., 2009; Choi et al., 2012; Betha et al., 2013; Meng et al., 2015). For the development of measures to improve air quality and to minimize human exposure to fine and ultrafine particles, research on the temporal and spatial variation of particle number concentration (PNC) and particle number size distribution (PNSD) is of interest (Nel, 2005; Tsang et al., 2008; Weber et al., 2013; Ghassoun et al., 2015; Kim et al., 2015). In order to gain insight into the turbulent transport processes, which provide information on the strength of sources and sinks, measurements of particle number fluxes between surface and atmosphere using eddy covariance (EC) are a suitable tool (e.g.; Buzorius et al., 1998; Schmidt and Klemm, 2008; Ahlm et al., 2009; Damay et al., 2009; Ripamonti et al., 2013; von der Heyden et al., 2018). EC is a direct method to capture the turbulent exchange of a quantity, i.e. the turbulent flux density, between surface and atmosphere (Baldocchi, 2008).

A couple of studies on turbulent particle fluxes above different surfaces has been conducted in recent years. In natural ecosystems with tall vegetation such as forests, EC applications studying the vertical exchange and deposition velocities of particles are well established (e.g. Buzorius et al., 1998; Buzorius et al., 2000; Held and Klemm, 2006; Held et al., 2006; Pryor et al., 2007;
Pryor et al., 2008; Damay et al., 2009; Rannik et al., 2009; Petroff et al., 2018). The studies show that forest vegetation mainly acts as a sink of particles and that simultaneous emission and deposition fluxes of particles with different diameters may appear. Additionally, Held et al. (2006) demonstrated that particle number fluxes of deposition events are dominated by UFP.

The first urban study was conducted in Edinburgh (Dorsey et al., 2002). Subsequently, particle number flux measurements followed in other European cities such as Stockholm (Mårtensson et al., 2006; Vogt et al., 2011a, 2011b; Vogt et al., 2013), Manchester (Longley et al., 2004; Martin et al., 2009), Gothenburg (Martin et al., 2009), Helsinki (Järvi et al., 2009; Ripamonti et al., 2013), Münster (Schmidt and Klemm, 2008; Dahlkötter et al., 2010; Deventer et al., 2013; Deventer et al., 2015), Lecce (Contini et al., 2012), London (Martin et al., 2009; Harrison et al., 2012), and Innsbruck (Deventer et al., 2018; von der Heyden et al., 2018). Cities predominantly show net emission fluxes for total particle number with a clear diurnal cycle that correlates with traffic activity and atmospheric stability (Deventer et al., 2018). The investigation of size-resolved particle number fluxes indicate that UFP contribute significantly to total particle number fluxes (Schmidt and Klemm, 2008; Harrison et al., 2012; Deventer et al., 2018) and that simultaneous bi-directional fluxes, i.e. upward and downward fluxes, in different size bins are possible (Deventer et al., 2013; Deventer et al., 2015; Deventer et al., 2018). However, the number of existing studies focusing on size-resolved and ultrafine particle number fluxes is still limited (Nemitz et al., 2000; Deventer et al., 2018).

The measurement of turbulent flux densities using EC requires fast data acquisition (≥10 Hz) of vertical wind fluctuations and a scalar quantity (Burba and Anderson, 2005), i.e. the PNSD in terms of turbulent size-resolved particle number fluxes. However, only a few spectrometers for fast PNSD measurements in the UFP size range are commercially available. The electrical mobility spectrometer used in the present study (Engine Exhaust Particle Sizer (EEPS))
Spectrometer 3090, TSI Inc., Minnesota, USA), is one of the few which meets these requirements. With a measurement frequency of 10 Hz and a response time of about 0.5 s (Johnson et al., 2003, 2004), most of the turbulent fluctuations contributing to the particle flux should be resolved by the instrument. However, the response time is limited in the sense that some contribution to the turbulent flux might be underestimated. This can be corrected during the flux calculations (e.g. Mårtensson et al., 2006) which, however, is not scope of the present study. The device enables the simultaneous measurement of PNSD in the size range $5.6 < D_p < 560$ nm in 32 size bins. The instrument samples with a flow rate of 10 L min$^{-1}$, operates at ambient pressure to prevent evaporation of semi-volatile and volatile particles and was primarily developed for measurements of engine exhaust fumes (TSI Inc., 2016). Thus, the EEPS is optimized for higher particle concentrations than those that are usually observed in ambient conditions, e.g. in the urban background. As a result, in low-concentration or urban background conditions the readings of specific size channels of a PNSD might temporarily fall below the analyser’s minimum threshold. In this case, the respective channel concentration cannot be used for turbulent flux calculation.

The missing concentration in this size channel is defined as a ‘gap’. In particular, if the gap in the PNSD is recurring frequently within the time period used for block averaging in the EC method, i.e. 30 min (Aubinet et al., 2012), it is not possible to calculate a flux for the respective size channel. To not reject the entire PNSD in case of gaps and to avoid large data gaps within the block averaging interval, a gap-filling method is required to replace concentrations in missing size channels.

The EC method is characterized by the fact that parts of the data are repeatedly discarded due to quality checks or missing data, e.g. due to blocking (rain, fog) of open optical sensor paths (Burba und Anderson, 2005). As a result, the data availability in EC measurements can be as low as 40% (Aubinet et al., 2012). In ecosystem studies focusing on the CO$_2$-based carbon exchange
between surface and atmosphere, continuous time series of CO$_2$ fluxes are necessary to calculate the annual carbon balance, i.e. the net ecosystem exchange (NEE, Falge et al., 2001; Moffat et al., 2007). Hence, gap-filling procedures are applied to calculate the missing fluxes, e.g. from linear regression approaches. This approach serves as ‘role model’ in the present study. However, gap-filling in this work is applied to the 10 Hz PNSD measurements in order to deduce complete PNSDs for the calculation of turbulent size-resolved particle number fluxes.

The motivation of this study is to test and assess three different gap-filling methods: a linear interpolation (LI), a natural spline interpolation (NSI) and a log-normal fitting (LNF). The latter method is based on an iterative procedure to fit three modes as log-normal distribution functions to different particle sizes of the PNSD. We hypothesise that the three gap-filling methods will perform differently well in different size ranges of the PNSD and that the choice of the best gap-filling method may depend on the specific data set.

**MATERIALS AND METHODS**

*Study site and instrumentation*

The EC measurement site is located in the west of Berlin (Charlottenburg) near Ernst-Reuter-Platz on the rooftop of the main building of Technische Universität Berlin. The rooftop is at a height of 47 m above ground level. The building is located next to a busy 6-lane road (Straße des 17. Juni) with an average daily traffic intensity of between $3 \cdot 10^4$ to $4 \cdot 10^4$ vehicles day$^{-1}$ (Umweltatlas Berlin, 2014). The site is part of a measurement network that was set up in the framework of the [UC]$^2$-3DO project that intends to collect an extensive data set for validation of a building resolving urban climate LES model PALM-4U (Scherer et al., 2019). The
measurements in Berlin started in March 2017. In the present study, data of the one-year period from 15 March 2017 until 14 March 2018 is used.

The EC-system consists of a 3D ultrasonic anemometer (USA-1, Metek GmbH, Elmshorn, Germany) and a fast electrical mobility spectrometer (Engine Exhaust Particle Sizer Spectrometer 3090, TSI Inc., Minnesota, USA). The EEPS detects PNSDs in the diameter size range $5.6 \, \text{nm} < D_p < 560 \, \text{nm}$ in 32 size channels. Particles entering the EEPS sample inlet, receive a positive electrical charge induced by a corona charger. The charge level is dependent on particle size. Subsequently, particles are transported through an electric field, where they are reflected outward according to their electrical mobility. Particle charge is measured by 22 electrometers and converted into concentrations (TSI Inc., 2015).

Both instruments, the EEPS and the 3D ultrasonic anemometer, sample data with a frequency of 10 Hz. For the measurement of PNSD, ambient air is drawn through a 9.1 m long stainless steel tube with an inner diameter of 10.7 mm. The sample line is located next to a 10 m tall mast resulting in an inlet height at 57 m above ground level. Inside a weatherproof housing installed at the bottom of the mast, the sample air is drawn through a Nafion dryer (MD-700, 0.9 m, Perma Pure LLC) to keep the relative humidity of the sample < 40%. The total distance of the sample line from inlet to electrometers amounts to 10.75 m. With a flow rate of 10 L min$^{-1}$, this results in laminar flow conditions inside the sampling line (Reynolds number ~1300; Hinds, 1999). Although the use of turbulent flows within the sampling line are discussed (Buzorius et al., 1998), a larger number of (recent) studies used laminar flow conditions for particle number flux measurements (Buzorius et al., 1998; Deventer et al., 2013, 2015, 2018). For a three-week period in July 2017 the ambient EEPS measurements were compared to a water-based condensation particle counter on-site (WCPC 3787, TSI Inc., Minnesota, USA). Both concentration measurements were in very good agreement (data not shown here).
Gap-filling strategy

If the particle concentration in a specific size channel fell below the minimum threshold concentration indicated by the EEPS firmware, the channel was rejected from the PNSD and needed to be filled by a gap-filling algorithm. To quantify the quality of the three gap-filling methods (LI, NSI and LNF) the complete PNSDs, i.e. without any gaps, were selected. A total of 2.7 million valid PNSDs were available in which the concentration in every size channel was above the minimum threshold concentration as defined by the EEPS firmware. We verified that the subset gives a representative sample of PNSDs in terms of daytime and season. Thereof, a randomly selected sample of 10^5 PNSDs was chosen as reference for method comparison, i.e. the ‘gold standard’ (Fig. 1).

For the calculation of gap-filling uncertainty, the concentrations from gap-filled PNSDs were compared to the gold standard. For that purpose, artificial gaps were inserted into the gold standard to have a verifiable basis for gap-filling (cf. Moffat et al., 2007). Three different types (A, B and C) of artificial gaps were implemented to study the effects of gap occurrence. Different numbers of artificial gaps per data type and PNSD were inserted to calculate uncertainty in case of increasing gap numbers, i.e. 1–5 gaps, 6–10 gaps, 11–15 gaps, and 16–20 gaps (Fig. 1).

As we defined a size channel with missing concentration as a ‘gap’, we defined adjacent size channels with missing concentrations as ‘contiguous gaps’. To give an example, 4 missing concentrations in adjacent size channels were defined as 4 contiguous gaps (cf. Fig. 2)). In type A data sets, a maximum of 4 contiguous gaps were allowed. This was based on the manufacturers’ recommendation that interpolation of missing channels is possible, if the number of contiguous gaps is < 5. However, in the type B and C data sets, up to 5 contiguous gaps were allowed since
contiguous gaps > 4 occurred in the Berlin data set. The artificial gaps were distributed randomly
within the PNSDs of data types A and B. In type C, the total number of gaps per PNSD and the
likelihood of a certain size channel to be missing were based on the probabilities as detected in
the data set measured in Berlin (Fig. 3). As evident from Fig. 3(a), the majority of gaps were
located at the boundaries of the size spectrum, i.e. in the size range $D_p < 30$ nm and $> 200$ nm. In
addition, Fig. 3(b) shows the specific number of gaps per PNSD.

Assuming that the gap-filling quality declines with decreasing number of available data per
PNSD, a maximum number of gaps to be allowed per PNSD was defined. This limit has been set
to 20 gaps. Hence, concentration data for a minimum of 12 size channels per PNSD was always
available.

To evaluate whether the gold standard will be transferable to the remaining non-gold standard
PNSDs, a brief analysis was conducted on a reduced data set with 2000 PNSDs. Hence, log-
normal fittings were approximated to gap-afflicted PNSDs of both types (gold standard and non-
gold standard). Log-normal approximations are often used in the modelling of aerosols and
clouds, as well as in statistical or cluster analysis of PNSDs (Heintzenberg, 1994; Birmili et al.,
2001; Hussein et al., 2005; von Salzen, 2006; Wegner et al., 2012; Faghihi et al., 2016; Ueda et
al., 2016). Assuming that gold standard and non-gold standard PNSDs behave physically similar
or follow the same statistical distribution, we expect that the log-normal fitting will work equally
well for both types of PNSDs. The analysis showed that despite lower concentrations of the non-
gold standard PNSDs the log-normal functions can be fitted with the same $R^2$ (0.96) and a similar
RMSE (1181 cm$^{-3}$ and 1323 cm$^{-3}$ for gold standard and non-gold standard, respectively)
compared to the gold standard PNSDs (data not shown here). Hence, we assume that the results
of the gap-filling analysis are also applicable to the non-gold standard PNSDs.
**Gap-filling methods**

To fill artificial gaps in the data sets, three methods were applied:

**Linear interpolation (LI):** The concentrations of adjacent upper and lower size channels were utilized to calculate the concentration of the gap by fitting a linear function of the form

\[
PNC = a \cdot D_p + b
\]  

(1)

where \(a, b \in \mathbb{R}\) are parameters: \(a\) is the gain and \(b\) the offset. To set boundary conditions, the concentration at particle diameters of 0 nm and 600 nm were defined as 0 cm\(^{-3}\).

**Natural spline interpolation (NSI):** A polynomial natural splines is defined as a function \(s : [x_0, x_n] \rightarrow \mathbb{R}\) of odd degree \(l = 2m - 1, m \geq 2\), which satisfies the following conditions (Abbasbandy and Babolian, 1998):

1. \(s \in C^{l-2}[x_0, x_n]\)
2. \(s(x)\) is a polynomial of degree \(l\) for \(x \in [x_i, x_{i+1}]\); \(i = 0, 1, ..., n - 1\)
3. \(s^{(l)}(x_0) = s^{(l)}(x_n) = 0; \ v = m, ..., 2m - 2\)

with \(n = 31\) data points \(x_0, ..., x_{31}\). In the present study natural cubic splines are used, thus \(l = 3\) and \(v = 2\). The 32 size channels of the PNSD are the data points (\(n = 31\)) and the calculated spline output is the PNC for the respective size channel. Size bins in which the spline reached values < 0, the associated concentrations were set to 0 cm\(^{-3}\).
Log-normal fitting (LNF): The LNF involves nonlinear fitting of the parameters of a sum of log-normal distribution functions (Hussein et al., 2005):

\[
f(D_p, D_{g1,4}, N_1, \sigma_{g1,4}) = \sum_{i=1}^{n} \frac{N_i}{\sqrt{2\pi \log(\sigma_{g1,4})}} \exp\left[ -\frac{\log(D_p) - \log(D_{g1,4})^2}{2 \log^2(\sigma_{g1,4})} \right]
\]  \tag{2}

In Eq. (2) \( D_p \) is the diameter of an aerosol particle, \( \ell \) characterizes the number of the log-normal mode (in this study \( n = 3 \)), \( N_i \) is the mode number concentration, \( \sigma_{g1,4}^2 \) the geometric variance, and \( D_{g1,4} \) the geometric mean diameter. As each mode is defined by three parameters, a total of nine parameters were fitted to each PNSD. The trust-region-reflective method was used to perform the least squares parameter fit (Coleman and Li, 1994, 1996). In addition, log transformation was performed in the least squares fit. In order to improve the flexibility of the model fit, overlapping of the modes was allowed. This means that \( D_{g1,4} \) ranged between 3 and 20 nm, \( D_{g2,4} \) between 15 and 80 nm, and \( D_{g3,4} \) between 30 and 300 nm. Fig. 4 illustrates the concept of gap-filling and the differences between the three methods for an example PNSD.

Performance of gap-filling methods

The gap-filling performance was investigated for six particle size ranges to gather information about different parts of the PNSD (Table 1). In every size range, the gap-filled concentrations were evaluated by comparison to the gold standard using the coefficient of determination (\( R^2 \)) and the root mean square error (RMSE) as performance indicators. Since the absolute RMSE is not suitable to directly compare the different size ranges due to varying concentrations, a relative
metric for comparison was calculated, i.e. the quotient of RMSE and a normalised number concentration (NNC) of each size range (RMSE/NNC). This metric can be interpreted as a mean percentage error. The NNCs are defined as the annual mean concentrations in the respective size ranges normalised by the number of size channels in that size range (Table 1).

The focus of method evaluation is on data set C, since it builds the basis for subsequent particle flux calculation with the Berlin data set in future research. Thus, the figures in the following section mainly focus on type C data. The remaining figures for data sets A and B are shown in the supplementary material to this article.

**RESULTS AND DISCUSSION**

*Observed particle number concentrations*

The measurement site is characterised by an average PNC (10 nm < D_p < 200 nm) of 8,300 cm^{-3} (median 7,300 cm^{-3}) for the one-year study period. The mean (median) PNCs of particles in the size ranges 10–30 nm, 30–100 nm, and 100–200 nm are 3,900 cm^{-3} (3,100 cm^{-3}), 3,500 cm^{-3} (3,000 cm^{-3}) and 800 cm^{-3} (700 cm^{-3}), respectively. The half-hourly means are characterised by a maximum of 43,100 cm^{-3} and a minimum of 3,300 cm^{-3}.

*Gap-filling method comparison*

The performance indicators show decreasing gap-filling quality with an increasing number of gaps per PNSD for the different types of data (Fig. 5). This behaviour was expected as less information is available for gap-filling with an increasing number of gaps. Generally, the iterative
LNF performs worse than the two methods LI and NSI. In case of a small number of gaps, NSI is the most convincing method for each data set. However, with increasing gap number LI works better. It is evident that quality indicators worsen from data set A to B and C (Fig. 5 and 6). Thus, the mean gap-filling quality declines with increasing number of contiguous gaps and with more frequently occurring gaps in the boundary areas of the PNSD such as in data set C. The latter leads to a gap-filling quality decline with increasing gap number primarily in these regions (Fig. 7). In particular, R² shows relatively low values for small particle sizes < 10 nm. This might be due to high temporal variation of small particles and larger concentration differences between adjacent channels. The methods NSI and LI are characterized by higher R² values in the middle parts of the PNSD (20 nm < D_p < 200 nm) than at the edges. This might be due to missing information on adjacent channels next to the boundary size bins of the PNSD. In contrast, in the LNF quality enhances with increasing particle size, presumably because an assumption of the log transformation in the least squares fit is that relative errors are associated with a constant standard deviation. Therefore, based on R² the fit is more accurate for size bins with lower PNCs, as it is the case for the largest size range (Table 1), than for size bins with higher PNCs. NSI reaches highest R² between 10 nm < D_p < 200 nm while LI is best suited for the smallest and LNF for the largest size ranges of the PNSD (Fig. 7).

In contrast, the size-dependent behaviour is not typical for data sets A and B (Fig. S1 and S2). Instead, a transition region is apparent, in which the boundary between NSI and LI as the preferred method shifts towards larger D_p with an increasing number of gaps. However, for all data sets, LNF can outperform the other methods only in the size range 200 nm < D_p < 560 nm. In the middle size range of the PNSD (20 nm < D_p < 200 nm) all methods perform almost equally well. Considering NSI, the R² for this size range is > 0.93 whereas the mean percentage error is between 2.0% (C 1–5, 50–100 nm) and 17.2% (C 16–20, 20–50 nm, Fig. S8). The size range 10–
20 nm represents the transition between the boundary area < 10 nm and the middle part of the PNSD. In this size range (10–20 nm), gaps occur more often than in the middle part of the PNSD. Hence, the maximum $R^2$ is $0.77 < R^2 < 0.96$ (NSI), whereas the mean error is between 13.2% and 31.6%.

These size ranges with low $R^2$ are characterized by high RMSE and an increased mean percentage error (Fig. S5 and S8). For instance, in case of 16 to 20 gaps per PNSD in the type C data set, the mean percentage error in the smallest and largest size channels is > 60%. Hence, it may be advisable to discard the boundary parts of the PNSD from gap-filling to reduce the maximum mean error of PNC to < 32% (NSI, 10–20 nm). The mean percentage error for the whole PNSD then decreases from 21.8% to 10.5% (NSI, Fig. 6). If the size range is limited to 20 nm < $D_p$ < 200 nm, the maximum mean error can be reduced to < 17% (NSI, 20–50 nm, Fig. S8).

Generally, the two methods LI and NSI perform well in the gap-filling procedure while LNF shows larger deviations. LNF is a widely used tool for various applications regarding PNSDs (Heintzenberg, 1994; Birmili et al., 2001; Hussein et al., 2005; von Salzen, 2006; Wegner et al., 2012; Faghihi et al., 2016; Ueda et al., 2016). Thus, we expected that LNF will be one of the preferred gap-filling methods. Contrary, LNF only convinces in the size range > 200 nm compared to the two other methods. One important point is that LNF is used for gap-less data sets generally (Heintzenberg, 1994; Birmili et al., 2001; Hussein et al., 2005; Faghihi et al., 2016).

Due to gaps within a PNSD, the relation between the number of data points and the number of parameters used in the fitting weakens. Hence, the log-normal modes often do not correspond to the true course of the distribution resulting in over- or underestimation of PNCs. Furthermore, the LNF algorithm always fits three modes to the PNSDs, whereas distributions can have only one or two modes. This may impede the determinability of the function parameters and even impede the
fit in PNSDs with gaps due to overfitting. The log-normal fitting algorithm of Hussein et al. (2005) was evaluated with data from different environments (boreal forest, polar region, urban area) and conditions (low and high pollution). However, in the urban data set distinct differences between modal PNCs and measured concentrations were visible due to the higher temporal variation from urban emissions, e.g. traffic (Hussein et al., 2005). The PNSDs measured in Berlin are influenced by traffic activity in the area of Ernst-Reuter-Platz. Consequently, this could also be a reason for the poorer performance of the LNF compared to the two other methods. Additionally, computing time for LNF is much longer in comparison to LI and NSI due to the iterative procedure. This is of interest for large data sets such as the 10 Hz data from Berlin.

Fig. 8 summarizes the best methods for all data sets and size ranges. The RMSE is not shown since the pattern is similar to RMSE/NNC. In case of $R^2$, two methods are defined as equally good, if $R^2$ is the same up to the second decimal place. For the percentage error, we define both methods as equally good when the difference is smaller than one percentage point. It is evident that in the size range $50 \text{ nm} < D_p < 200 \text{ nm}$, only NSI is advisable for all data sets. For smaller size channels ($< 50 \text{ nm}$) NSI and LI perform nearly equally well. LNF is applicable for particles $> 20 \text{ nm}$ but outperforms the other methods only in the size range $> 200 \text{ nm}$. With regard to the calculation of size-resolved particle fluxes for the Berlin data set in a future study, NSI is recommended for gap-filling when the smallest ($< 10 \text{ nm}$) and largest ($> 200 \text{ nm}$) size ranges of the PNSD are excluded.

**SUMMARY AND CONCLUSION**

In the present study, three gap-filling methods were investigated and compared for PNSDs measured with a fast electrical mobility spectrometer at an urban rooftop site in Berlin. Three
types of data sets, each with different numbers of gaps per PNSD, were generated from a gold standard. The gap-filled data sets were compared using different quality indicators. Gap-filling of a wide size range of the PNSD is best achieved by one of the two methods NSI and LI. NSI performs particularly well in the middle part of the size distribution (50 nm < Dp < 200 nm) and with few gaps per PNSD, whereas LI improves gap-filling performance with increasing gap number and in the smaller size ranges. In case of the present EEPS data from Berlin in which the gaps are non-randomly distributed and frequently occur in the boundary regions of the PNSD, it is recommended to use NSI and to discard the smallest and largest size channels. Additionally, PNSDs with more than 5 contiguous gaps or > 20 gaps in total should be discarded.

Generally, the number of gaps should be lower if the EEPS is used in environments with higher particle concentrations. However, in situations in which gaps are occurring in data, the present study gives advice on how to gap-fill data sets to achieve complete PNSDs with moderate uncertainty.
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Table 1. Normalised number concentrations (NNCs) based on annual mean concentrations in the different size ranges normalised by the number of size channels in this size range.

<table>
<thead>
<tr>
<th>Range of particle size</th>
<th>NNC</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.6 – 10 nm</td>
<td>908.57 cm$^3$</td>
</tr>
<tr>
<td>10 – 20 nm</td>
<td>675.04 cm$^3$</td>
</tr>
<tr>
<td>20 – 50 nm</td>
<td>583.43 cm$^3$</td>
</tr>
<tr>
<td>50 – 100 nm</td>
<td>498.11 cm$^3$</td>
</tr>
<tr>
<td>100 – 200 nm</td>
<td>233.71 cm$^3$</td>
</tr>
<tr>
<td>200 – 560 nm</td>
<td>29.97 cm$^3$</td>
</tr>
</tbody>
</table>
Figure Captions

Fig. 1. Workflow for data handling in the gap-filling method comparison.

Fig. 2. Illustration of an example PNSD of the gold standard with artificial gaps. In the size range 20 nm < Dp < 40 nm 4 contiguous gaps were inserted.

Fig. 3. Frequency distributions of a) gap occurrence per size-bin and b) total number of gaps per PNSD of the data set measured in Berlin during the study period from 15 March 2017 to 14 March 2018. These frequencies were used to create the data sets of type C.

Fig. 4. Illustration of the method comparison for linear interpolation, natural spline interpolation and iterative log-normal fitting by means of an example PNSD. The various symbols illustrate the differences between the three gap-filling methods LI, NSI and LNF. Dashed bars indicate artificial gaps which were integrated into the gold standard.

Fig. 5. Coefficient of determination (R²), root mean square error (RMSE) and mean percentage error (RMSE / NNC) for all three interpolation methods subdivided according to the data sets of types A, B and C. The values are averages of the six size ranges of particle diameter.

Fig. 6. Quality indicators (R², RMSE and RMSE/NNC) for type A, B and C data sets. Additionally, the analysis of data type C (10 – 200 nm) is shown.

Fig. 7. Coefficient of determination (R²) for the three interpolation methods and the data sets of type C, subdivided according to the six ranges of particle diameter.

Fig. 8. Best gap-filling methods with regard to R² and RMSE/NNC for all data sets in the six defined particle size ranges of the PNSD. The striped pattern signalizes that two methods perform equally well.
Fig. 1.

- measured PNSDs with the EEPS
- complete PNSDs (no gaps)
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- golden standard: 10° complete PNSDs

**Type A**
- maximum of 4 contiguous gaps
- gaps randomly distributed

- 1 – 5 gaps (A 1-5)
- 6 – 10 gaps (A 6-10)
- 11 – 15 gaps (A 11-15)
- 16 – 20 gaps (A 16-20)

**Type B**
- maximum of 5 contiguous gaps
- gaps randomly distributed

- 1 – 5 gaps (B 1-5)
- 6 – 10 gaps (B 6-10)
- 11 – 15 gaps (B 11-15)
- 16 – 20 gaps (B 16-20)

**Type C**
- maximum of 5 contiguous gaps
- gaps distributed by frequency of Berlin dataset (gap occurrence in size channel and number of gaps per PNSD)

- 1 – 5 gaps (C 1-5)
- 6 – 10 gaps (C 6-10)
- 11 – 15 gaps (C 11-15)
- 16 – 20 gaps (C 16-20)
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The figure shows the comparison of different interpolation methods (linear interpolation, natural spline interpolation, and log-normal fitting) for various particle size ranges. The R² values for each method are presented for different size ranges:

- **C 1-5**: Shows R² values for particle sizes ranging from 5.6 to 600 nm.
- **C 6-10**: Covers particle sizes from 600 to 6000 nm.
- **C 11-15**: Displays R² values for sizes from 6000 to 60000 nm.
- **C 16-20**: Represents R² values for sizes from 60000 to 600000 nm.

The R² values range from 0.0 to 1.0, indicating the goodness of fit for each method across different particle size ranges.
Fig. 8.