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Abstract

Nanoparticles play a major role in industrial processes and natural phenomena in a variety of fields including chemical engineering, chemistry, physics, public health and biology. Nanoparticles are suspended in fluids during production, handling, processing, and by unintentional and/or undesirable release to the environment. In many cases the suspending fluid is a gas, as for example in large scale production, air pollution, clean room applications and many more. The small size of nanoparticles makes it possible to compare their transport properties to the fluid itself. Brownian particle diffusion is one of the most important mechanisms leading to significant transport rates. Diffusion is well known in mass transfer, however, differences arise because of the wide spectrum of nanoparticle sizes and their morphology (aggregate structure) – a concept understood in particle science and technology but needed in many diverse fields of nanoparticle applications. Nanoparticle transport can be controlled by external force fields because these forces may act exclusively on the nanoparticles and have negligible effects on fluid molecules. These include thermophoresis and forces in electrical fields.
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1. INTRODUCTION

1.1 Importance of nanoparticles and their transport

Nanoparticles play a major role in many industrial processes and natural phenomena in a variety of fields including chemical engineering, chemistry, physics, public health and biology. Nanoparticle technology is expected to have major impacts in medicine, catalysis, electronics and life science. Furthermore, science and engineering of nanoparticles is central to the environment (e.g. air pollution, climate change, and greenhouse effect), energy utilization (e.g. fossil fuel combustion, and fly ash formation), and food engineering (e.g. flavor retention). Nanoparticles are suspended in fluids during production, handling, processing, and by unintentional and/or undesired release to the environment. In many cases the suspending fluid is a gas, as in the case of large scale commercial production (million tons of nanoparticles per year for fillers in rubber, opacifiers in paints etc.), air pollution (e.g. diesel emission and coal combustion), clean room applications (semiconductor industry) and many more. Gas properties such as viscosity and density are often not affected significantly because of the small size of nanoparticles and relatively low volume loading in gases, making classical fluid mechanics applicable. A key concept of the nanoparticle technologies with gases as the suspending fluids is the transport of nanoparticles and their deposition. Therefore, the subject can be addressed in the context of classical mass transfer approaches such as the analysis of Bird, Stewart, and Lightfoot (BSL) (2002), taking into account basic theoretical aspects addressed by Chandrasekhar (1943).

1.2 Nanoparticles in the environment

Particles in the size range from about 1 nm to 100 µm are present in trace quantities in the atmosphere. Particles smaller than 100 nm are also known as ultrafine particles. These nanoparticles play a central role in the formation of cloud droplets, precipitation, atmospheric visibility, ozone depletion in the stratosphere, and radiation balance of the earth (Wang et al., 2005). In polluted air, the particle concentration can be higher than $10^6$ per cm$^3$ being a major component that causes adverse effects on human health, materials, vegetation, and ecosystems (Seinfeld and Pandis, 1998). Particles from natural sources include those derived from biogenic, geogenic (soil dust, volcanic ash), oceanogenic (primarily sea sprays), and astrogenic (burning of falling meteoroids) sources. Examples of man-made ambient nanoparticles are emissions from industrial operations, farming, motor vehicles, ships, jet planes and solid fuel rockets. In these processes, nucleation and coagulation are major mechanisms in the formation and dynamics of nanoparticles. Both mechanisms involve mass transfer of either gaseous species or particles. Nucleation occurs when supersaturated vapors cool or when chemical reactions yield products of very low saturation vapor pressures. This leads to formation of stable nuclei and nanoparticles. Once such particles have been formed they collide due to their Brownian motion. Brownian
coagulation leads to the formation of larger particles and a decrease in the total particle number concentration. These mechanisms result in ambient ultrafine particles (nanoparticles) of different morphological properties and may be present as liquid droplets, compact solid particles, and agglomerates.

1.3 Engineered nanoparticles

Aerosol technology is an important route for the manufacture of commercial quantities of nanoparticles. Aerosol processes are based on the principle of gas-to-particle conversion, in which airborne particles are generated by homogeneous nucleation of a supersaturated vapor and subsequent growth by condensation and coagulation (Wang et al., 2005). These mechanisms rely on mass transfer of the gas and the particles. In most cases diffusion of both phases (fluid and particles) is the dominant transport mechanism.

Commodity nanoparticle products are made by flame processes including carbon blacks (Cabot, Columbia, Degussa-Hüls, etc.), fumed silica (Cabot, Degussa-Hüls, etc.), pigmentary titania (DuPont, Ishihara, Millenium, Kerr-McGee, etc.) and optical fibers (Corning, Heraeus, Sumitomo, etc.). The annual production volume of the flame made nanoparticles is several million metric tons and typical production rates are of the order of 100 metric tons per day. The success and widespread application of this technology is based on its apparent simplicity of a one-step process and “no-moving parts” machinery (Kammler et al., 2001). Aerosol processes are capable of producing a broad variety of materials with good control of product characteristics such as particle size, morphology, purity, chemical composition, and crystallinity (Kodas and Hampden-Smith, 1999; Wang et al., 2005). Osterwalder et al. (2006) studied the economic and environmental parameters of aerosol processes in comparison with wet phase technologies. They have concluded that products with complex composition and most mixed oxide ceramics may be manufactured cheaper and environmentally friendlier by aerosol technology.

1.4 Nanoparticle agglomerates

Processes such as diesel combustion in car engines, flame synthesis, flame spray pyrolysis, or laser ablation lead to the formation of nanoparticle agglomerates. Agglomerates are three dimensional structures composed of primary particles (Fig. 1). The agglomerates result from collisions of compact (often spheroidal) primary particles or smaller agglomerates at temperatures sufficiently low to avoid complete coalescence before the next collision occurs (Bandyopadhyaya et al., 2004). The resulting contacts between the primary particles may be of chemical nature (covalent and ionic bonding) resulting from neck formation between the nanoparticles. In this case the primary particles form hard agglomerates characterized by high particle – particle binding energies (Tsantilis and Pratsinis, 2004). Fig. 1a shows a transmission electron microscope (TEM) image of nanoparticles produced in a flame reactor. All nanoparticles
are present as agglomerates which have sintered necks between the primary particles when forming a hard agglomerate (Fig. 1b). The fractal like nature of agglomerates can be mathematically expressed through the statistical scaling law (Friedlander, 2000).

\[
N_p = k_f \left( \frac{R_g}{d_p / 2} \right)^{D_f}
\]  

(1)

where \(N_p\) is the number of primary particles with diameter, \(d_p\), that compose an agglomerate, \(k_f\) is the fractal prefactor, \(R_g\) is the radius of gyration, and \(D_f\) is the fractal dimension. The radius of gyration is defined as the mean root square of the distances between the spherule centers and the center of mass of the agglomerate. For compact agglomerates \(D_f\) is close to its maximum value of 3, while for chain-like structures \(D_f\) is close to 1 (see Fig. 2). Therefore, the fractal dimension is a measure of the agglomerate morphology which plays an important role in particle processing, transport and even health effects. Methods for measuring the fractal dimension have been summarized by Virtanen et al. (2004). Agglomerate formation occurs due to particle collisions (coagulation) and the fusion (formation chemical bonds) of particles in contact forming chemical bonds (sintering). Such mechanisms result in agglomerate structures with fractal dimension of about 1.8 (Friedlander, 2000) (Fig. 1b).

\[\text{Fig. 1.} \ (a) \ SnO}_2 \text{ agglomerates synthesized by flame spray pyrolysis (FSP) (courtesy of ETH Zürich). The agglomerate formation occurs as a result of coagulation and subsequent sintering. Such mechanisms result in agglomerate structures with fractal dimension of about 1.8 (Friedlander, 2000). (b) Individual agglomerate showing single crystals connected by sintered necks forming a hard agglomerate with fractal dimension of 1.81.}\]
Fig. 2 shows agglomerates generated by computer simulation with defined fractal dimensions and prefactors as described by Filippov et al. (2000). Agglomerates with fractal dimensions smaller than 2 (Fig. 2) can be defined as idealized agglomerates (Lall and Friedlander, 2006). Such agglomerates are “transparent”, that is, (nearly) all surfaces are directly exposed to collisions with molecules from the surrounding gas. For such agglomerates all primary particles are visible in the two dimensional projections enabling morphology and size analysis of these structures from TEM images (Rogak et al., 1993). Fig. 2 also shows that the coordination number (the average number of contacts of a primary particle) of the aggregates with fractal dimensions smaller than 2 is only slightly larger two. Weber et al. (1997) have shown that silver aggregates with $D_f = 2$ have a coordination number of about 2.3. An increase in the fractal dimension above 2 results in an increase of the coordination number, for example $D_f = 3$ results in a coordination number of 5.4 (Weber and Friedlander, 1997).

![Computer generated agglomerates with different fractal dimensions ($D_f$) and 25 primary particles ($N_p$). Larger fractal dimension results in more compact agglomerates (see Eq. 1).](image)

**Fig. 2.** Computer generated agglomerates with different fractal dimensions ($D_f$) and 25 primary particles ($N_p$). Larger fractal dimension results in more compact agglomerates (see Eq. 1).

### 2. NANOPARTICLE TRANSPORT BY BROWNIAN DIFFUSION

Brownian particle diffusion is one of the most important mechanisms leading to significant transport rates. Diffusion is well known in mass transfer of gases and liquids and included in chemical and mechanical engineering undergraduate curricula. However, diffusion of nanoparticles differs because of the wide spectrum of nanoparticle sizes and their morphology (aggregate structure) – a concept understood in particle science and technology but needed in many diverse fields of nanoparticle applications.
2.1 Particle diffusivity

We will start with a thought experiment: Imagine a flat surface tray which supports small metal balls (e.g. balls of a bearing) and a few larger metal rings (e.g. frames of a bearing). This tray is shaken parallel to the ground. The small balls will move very fast in straight lines until they hit another ball or the rim of the tray or a metal ring. The larger rings themselves will not move by the shaking because their inertia and drag on the tray is too large. However, hits by metal balls move the large rings slightly. If we keep shaking, the metal rings will perform a small wiggling motion due to the continuous random hits by the small metal balls. In 1827 the botanist Robert Brown studied the motion of small particles contained within pollen grains. He suspended these small particles in water and observed their wiggling motion under a light microscope (Brown, 1866). The smallest particles he studied were 0.8 micron. He noticed that the magnitude of the wiggling motion is much less for larger particles. Brown investigated different materials including inorganic minerals and found the wiggling motion for all of them. Brown also stated “these kinds of particles when immersed in water are generally seen in vivid motion; but the apparent motions of the larger particles might in these cases perhaps be caused by the rapid motion oscillation of the more numerous molecules.”, where the term “molecules” refers to the small particles. Today we know that his speculation was not far from the truth. The wiggling motion he observed is the particle diffusion that has its origin in the interaction with the thermal motion of the fluid molecules (the balls on our tray). To credit the observation of Brown, particle diffusion is also called Brownian diffusion. Brown’s experiment has been rebuilt in the Exploratorium - The museum of science, art and human perception at the Palace of Fine Arts, in San Francisco (http://www.exploratorium.edu).

We will start the derivation of the Brownian Diffusion with another thought experiment in which we assume that particles follow the same diffusion laws as molecules and their diffusivity can be described by a single parameter D. We will derive the particle diffusivity (D) later from first principles. In our experiment we release a monodisperse cloud of particles as a sharp pulse (Dirac’s delta function, \( \delta(x) \)) from a plane at \( x = 0 \). The initial high particle concentration (at \( x = 0 \) and \( t = 0 \)) decays by diffusion into the x-directions (particles wiggle away from their original position). The problem is represented by the following differential equation following Fick’s second law:

\[
\frac{\partial n}{\partial t} = D \frac{\partial^2 n}{\partial x^2}
\]

where \( n \) is the one-dimensional (x coordinate) particle number concentration. The initial number of particles is \( n_0 \) at \( t = 0 \). The initial and boundary conditions are:
\[ t = 0, \quad n = n_0 \delta(x) \]
\[ t > 0, \quad x = \infty, \quad n = 0 \]
\[ t > 0, \quad x = 0, \quad \frac{\partial n}{\partial x} = 0 \]

The solution has the form of Gaussian curve:

\[
n(x,t) = \frac{n_0}{2\sqrt{\pi}Dt} \exp\left(-\frac{x^2}{4Dt}\right)
\]

From Eq. (2) it can be readily shown that the average particle displacement is zero (the spatial distribution is centered at \( x = 0 \) for all \( t \)) because particle diffusion is isotropic (Fig. 3). However, the mean square displacement of the particles is non zero. The mean square displacement represents the spreading of the particle concentration (width of the distribution). The mean square displacement can be calculated as the second moment of the spatial distribution:

\[
\bar{x}^2 = \frac{1}{n_0} \int_{-\infty}^{\infty} x^2 n(x,t) \, dx
\]

which results in an integral of the form:

\[
\int_{-\infty}^{\infty} x^2 \exp(-a x^2) \, dx = \frac{1}{2a} \sqrt{\frac{\pi}{a}}
\]

leading to the solution for the mean square displacement in one dimension:

\[
\bar{x}^2 = 2Dt
\]

This is usually referred to as the Einstein equation and shows that the mean square displacement of a diffusing particle is proportional to the diffusion time. Eq. (3) is a very important expression which will be used to derive the particle diffusivity (\( D \)). It also enables first approximations about the distance particles are transported by diffusion during any time interval.
In what follows, the expression for the mean square displacement (Eq. 3) will be used to derive the particle diffusivity $D$ from a force balance on a particle in Brownian motion (Chandrasekhar, 1943; Friedlander, 2000).

In one dimension this force balance has the form (BSL 17.5-1):

$$
m \frac{du}{dt} = -F_D + F(t) = -\zeta u + F(t)$$  \hspace{1cm} (4)

Where $m$ is the mass of the particle, $u$ its velocity, $F_D$ is the drag force, $F(t)$ represents a fluctuating force and $\zeta$ is the friction coefficient. This fluctuating force results from the collision of the fluid molecules with the particle because the fluid molecules are in thermal motion (BSL 1.4-1). In this analysis the friction coefficient, $\zeta$, is assumed to be independent of the particle velocity. Its dependence on particle size and shape and fluid properties will be discussed in detail in the next section.

Eq. (4) can be rearranged:

$$
x \frac{du}{dt} + \beta u x = x A(t)$$  \hspace{1cm} (5)

with the following definition:

$$
\beta = \frac{\zeta}{m}; \quad A(t) = \frac{F(t)}{m}
$$

and using the fact that:

$$
\frac{dux}{dt} = x \frac{du}{dt} + u \frac{dx}{dt} = x \frac{du}{dt} + u^2
$$

Eq. (5) obtains the form:

$$
\frac{dux}{dt} + \beta ux = u^2 + A(t)x
$$

which is a special case of the standard formula for ordinary differential equations:
\[
\frac{d(ux)}{dt} + P(x) (ux) = Q(x)
\]

with the following solution, where \( t' \) is a variable of integration representing time:

\[
ux = \exp(-\beta t) \int_0^t u^2 \exp(\beta t') \, dt' + \exp(-\beta t) \int_0^t A(t)x \exp(\beta t') \, dt'
\]

The term \( A(t) \cdot x \) is zero because there is no correlation between the displacement \( x \) and the “kick”, \( A(t) \). The average of all particles:

\[
\frac{(ux)_1 + (ux)_2 + \ldots}{N_0} = \overline{ux}
\]

leads to:

\[
\overline{ux} = \frac{u^2}{\beta} \left[ 1 - \exp(-\beta t) \right]
\]

This expression can also be written as:

\[
\overline{ux} = \frac{x \, dx}{dt} = \frac{dx^2}{2dt} = \frac{1}{2} \frac{dx^2}{dt}
\]

after integration the mean square displacement is obtained:

\[
\frac{x^2}{2} = \frac{u^2}{\beta} t + \frac{u^2}{\beta^2} \left[ \exp(-\beta t) - 1 \right]
\]

For times much larger than the relaxation time of the particles

\[
t \gg 1/\beta
\]
one obtains, a direct relationship between the mean square displacement and the mean square velocity of the particle.

\[
\frac{x^2}{2} \approx \frac{u^2}{\beta} t
\]  

(6)

The mean square velocity of the particle is directly related to its kinetic energy resulting from energy transfer of the gas molecules:

\[
\frac{m \bar{u}^2}{2} = \kappa T
\]  

(7)

The left side of Eq. (7) represents the kinetic energy of the particle and the right side represents the translational energy of a gas molecule where \( \kappa \) is the Boltzmann constant. Combining Eqs. (3), (6) and (7) leads to an expression for the particle diffusion coefficient (Einstein, 1905):

\[
D = \frac{x^2}{2t} = \frac{\bar{u}^2}{\beta t} = \frac{\bar{u}^2 m}{\zeta} = \frac{\kappa T}{\zeta}
\]  

(8)

Eq. (8) is known as the Einstein relation and combines the properties of the fluid and the particle through the friction coefficient discussed in detail in the next chapters (Compare also to BSL 17.5-4).

Fig. 3 shows the final frame of a computer visualization for particle diffusion in one-dimensional space. Particles start to diffuse from a sharp pulse at \( x = 0 \) and each particle was subjected to a random displacement at each time step with a mean square displacement given by Eq. (3). The diffusion coefficient was calculated using Eqs. (8) and (12). The figure shows a frame representing 100 nm particles after their diffusion for 1 second. The particle positions are plotted in a histogram showing their Gaussian distribution as expected according to Eq. (2). Further graphs in Fig. 3 visualize the linear dependence of the particle mean square displacement variance on the diffusion coefficient and time, respectively, for different particle sizes.
Fig. 3. Final frame of nanoparticle diffusion animation shown in upper left graph. The diffusion of spherical nanoparticles with diameters of 10, 20, 50 and 100 nm was visualized.

2.2 Continuum and free molecular approaches

Momentum, heat, and mass transfer between a particle and the surrounding gas molecules depend on the Knudsen number, Kn, which is the ratio of the mean free path of the gas molecules ($\ell_{\text{gas}}$) and the particle radius ($d_p/2$):

$$Kn = \frac{2 \ell_{\text{gas}}}{d_p}$$

The mean free path of the gas molecules ($\ell_{\text{gas}}$) is the average distance a molecule travels before it changes its direction. The change in direction takes place when a gas molecule collides with another. The transfer processes follow continuum relationships at small Kn (large particles), but transfers to the free molecule regime at large Kn (small particles) (Wang et al., 2005). Fig. 4 illustrates the different length scales for particle / gas interactions. The size of an air molecule (e.g. nitrogen) is about 0.3 nm. At standard conditions the average spatial distance between the gas molecules is about 3.3 nm. However, a gas molecule collides with another molecule after traveling about 65 nm because of their high mean velocity of about 470 m/s (BSL 1.4-1). Fig. 4
also shows a part of a 100 nm spherical particle. The corresponding Knudsen number for this example is 1.3. For nanoparticles at standard conditions, Kn is of the order of unity or larger.

![Diagram of gas molecule and particle size comparison](image)

**Fig. 4.** Size of a gas molecule (0.3 nm, black circles) their average distance in space (3.3 nm), their mean free path (distance before collision, 66 nm) at standard conditions (arrow) in comparison with a 100 nm spherical particle (adapted from Hinds (1999)).

The mean free path of the gas molecules depends on pressure and temperature of the gas. The Knudsen number for a given particle can change significantly in non-isothermal environments such as aerosol reactors. The pressure and temperature dependence of the gas mean free path can be calculated as follows (Willeke, 1976):

\[
\ell_{\text{gas}} = \ell_{\text{gas},0} \left( \frac{T}{T_0} \right) \left( \frac{p_0}{p} \right) \left( 1 + \frac{S}{T} \right) \left( 1 + \frac{S}{T_0} \right)
\]

(9)

where \( \ell_{\text{gas},0} = 65.3 \) nm is the mean free path of the gas molecules at conditions \( (T_0 = 296 \) K, \( p_0 = 1 \) atm) and \( S \) is the Sutherland constant \( (S = 113 \) K for air) which accounts for the attractive potential between the molecules (Chapman and Cowling, 1958).

### 2.3 Particle friction coefficient

The friction coefficient, \( \zeta \), is the proportionality constant between the drag force and the relative velocity between the particle and the fluid:

\[
F_D = \zeta \cdot \nu
\]

(10)
The friction coefficient combines fluid and particle properties (viscosity and particle size). In the Stokes regime \((Re \ll 1)\) the friction coefficient for spherical particles has the following form:

\[
\zeta = 3\pi \mu_B d_p
\]  
(11)

This equation is valid under the assumption that the relative velocity of the gas at the surface of the particle is zero. This assumption holds for particles much larger than the mean free path of the gas \((Kn \ll 1)\). For smaller particles, a momentum “slip” exists at the surface which reduces their friction coefficient. This effect is taken into account by introducing the slip correction factor (also called Cunningham correction) \(C_c\) for spherical particles:

\[
\zeta = \frac{3\pi \mu_B d_p}{C_c}
\]  
(12)

The slip correction factor is a function of the Knudsen number:

\[
C_c = 1 + Kn \left( A_1 + A_2 \exp \left( \frac{-2A_3}{Kn} \right) \right)
\]  
(13)

The following parameters \(A_1 = 1.257, A_2 = 0.40, A_3 = 0.55\) are often used (Davies, 1945), others have been proposed (Hinds, 1999).

In the limiting case of very small particles \((Kn >> 1)\) an expression for the friction coefficient can be derived from kinetic theory (Epstein, 1924):

\[
\zeta = \frac{2}{3} d_p^2 \rho_B \sqrt{\frac{2\pi kT}{m_B}} \left( 1 + \frac{\pi \alpha}{8} \right)
\]  
(14)

where \(\rho_B\) is the gas density and \(m_B\) is the mass of the gas molecule. The accommodation coefficient \(\alpha\) represents the fraction of gas molecules that are reflected diffusively and therefore leave the surface in equilibrium with the surface; \((1-\alpha)\) is the fraction of the molecules with specular reflection. This coefficient must be evaluated experimentally but is usually near 0.9 for momentum transfer (Friedlander, 2000). Recent theoretical studies suggest that the accommodation coefficient also depends on the Knudsen number (Li and Wang, 2003b). In
contrast to Stokes law, where the friction coefficient is proportional to $d_p$, it is proportional to $d_p^2$ in the free molecular regime (see Fig. 5 for detailed discussion).

**Fig. 5.** Friction coefficient for spherical particles in the limiting cases of the free molecular regime (Eq. 14) and continuum regime (Eq. 11). The slip correction (Eq. 12) must be applied to particle diameters between 30 and 2000 nm at standard conditions (adapted from Li et al. (2003a)).

The case where the diffusing particles are in the same size range as the gas molecules is an important physical limit (very large Knudsen numbers). This limit should be carefully evaluated since $Kn \to \infty$ does not imply here that the mean free path becomes indefinitely large which would infringe the basic assumption of the ideal gas law (enough collisions per unit time from gas kinetic theory). In this limit ($Kn \to \infty$) we will show that under certain assumptions the Einstein relation is equivalent to the Chapman-Enskog equation. We start from the Einstein relation (Eq. 8 and BSL 17.5-4):

$$D_{ab} = \frac{\kappa T}{\zeta}$$

and apply the Epstein friction coefficient of the free molecular limit (Eq. 14):
Using the ideal gas law and introducing the Avogadro number, $\tilde{N}$, the mass diffusivity has the following form:

$$D_{AB} = \frac{1}{\frac{2}{3} \left(1 + \frac{\pi}{8}\right) \sqrt{2\pi}} \sqrt{\left(\frac{RT}{\tilde{N} d_p^2 p M_B} \right)^3 \frac{1}{M_B} \frac{1}{\tilde{N} d_p^2 p}}$$

Comparing Eq. (15) with the Chapman-Enskog equation (BSL 17.3-12) for mass diffusivity of binary mixture of nonpolar gases (low density):

$$D_{AB} = \frac{1}{16} \frac{2(RT)^3}{\pi} \frac{1}{\left(\frac{1}{M_A} + \frac{1}{M_B}\right)} \frac{1}{\tilde{N} p \sigma_{AB}^2 \Omega_{AB}}$$

We further assume that the particle is a much larger “molecule” than the surrounding gas molecules and therefore $M_A >> M_B$ and $\sigma_A >> \sigma_B$. If we use the combination rule for the parameter $\sigma_{AB}$ (BSL 17.3-15) and set $\sigma_A = d_p$, (which is a rather strong assumption as discussed later) Eq. (16) simplifies to

$$D_{AB} = 3 \frac{1}{8\pi} \frac{\left(\frac{RT}{\tilde{N} p d_p^2 \Omega_{AB}}\right)^3}{M_B}$$

Equating Eqs. (15) and (17):

$$3 \frac{\left(\frac{RT}{\tilde{N} p d_p^2 \sigma_{AB}}\right)^3}{M_B} = \frac{1}{\frac{2}{3} \left(1 + \frac{\pi}{8}\right) \sqrt{2\pi}} \sqrt{\left(\frac{RT}{\tilde{N} d_p^2 p M_B} \right)^3 \frac{1}{M_B} \frac{1}{\tilde{N} d_p^2 p}}$$

results in a simple relation between the collision integral $\Omega_{AB}$ and the accommodation coefficient $\alpha$: 

$$\zeta = \frac{2}{3} d_p^2 \rho_B \sqrt{\frac{2\pi}{m_B} \kappa T \left(1 + \frac{\pi \alpha}{8}\right)}$$
\[ \Omega_{AB} = \left(1 + \frac{\pi \alpha}{8}\right) \]

In the case of specular reflection \((\alpha = 0)\) \(\Omega_{AB}\) approaches unity as in the case of non-interacting molecules. The connection between the Einstein relation and the Chapman-Enskog equation has been noted by Li and Wang (2003a). However, a more rigorous treatment of the comparison is given by Rudyak and Krasnolutski (2001), who derived the potential \((\Omega_{AB}, \sigma_{AB})\) for the interaction of particles and molecules. They show also that the choice of the right potentials enables the extension of the Chapman-Enskog theory to particle diameters up to 10 nm in good agreement with the diffusion coefficient calculated from the Einstein relation using the slip correction (Eqs. 8 and 12).

2.4 Particle mean free path

The dynamic behavior of nanoparticles is different from that of gas molecules because they have a larger mass and therefore more inertia. When a molecule hits the particle, the particle velocity and direction persists to a large extent. Nevertheless, nanoparticles experience a change in direction during their Brownian motion. It takes more than one collision from the gas molecules to change the direction of a nanoparticle. However, molecular collisions are rather frequent \((10^{12} \text{ per second for a 10 nm particle})\) and the change in direction occurs in short length scales. The distance a particle travels before it changes its direction (average length of a tangent to the trajectory from the point of contact to its intersection with the nearest perpendicular tangent (Fuchs, 1964) is defined as the particle mean free path. A schematic of this concept can be found elsewhere (Fuchs, 1964). It can be estimated considering the thermal motion of a particle in one direction \((r)\) with the root mean square velocity:

\[ \vec{v}_{p,\text{rms},r} = \sqrt{\frac{\kappa T}{m_p}} \]

The particle will change its direction when the persistence of this velocity component vanishes. The time required for a particle to adjust or relax its velocity to a new condition of forces acting on the particle is called the relaxation time \(\tau_p\). The particle with the initial velocity component \(\vec{v}_{p,\text{rms},r}\) will relax in this direction for times larger than \(\tau_p\), which is related to the friction coefficient:

\[ \tau_p = \frac{1}{\beta} = \frac{m_p}{\zeta} \]
The particle mean free path is defined as:

\[ \ell_p = \frac{\sqrt{m_p \kappa T}}{\nu_p} \cdot \tau_p. \]  

(18)

The particle mean free path is an important length scale in particle deposition. In cases where diffusion is the dominant deposition mechanism, the particle mean free path can be larger than the particle diameter. This leads to ballistic deposition during the formation of nanoparticle deposits resulting in different structures of nanoparticle layers (Mädler et al., 2006a). Fig. 6 shows the ratio of particle mean free path (Eq. 18) and the particle diameter over a large particle size spectrum from 1 to 1000 nm (particle density 1 g/cm³). The ratio decreases with increasing particle size. Nanoparticles smaller than about 30 nm persist in their direction and travel more than their own diameter in one direction. Particles larger than 30 nm change direction before they travel a distance corresponding to their own diameter.
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**Fig. 6.** Ratio of particle mean free path and particle diameter over a large particle size spectrum. Particles smaller than about 30 nm travel more than their own diameter before they change direction (partly adapted from Mädler et al. (2006a)).

### 2.5 Agglomerate diffusivity

The transport properties of nanoparticle agglomerates are important in many applications because agglomerates are the natural state of nanoparticles. To some extent their structure and properties can be compared to polymer chains. Diffusion of polymer chains in solvents has been
studied since the early 1950’s. In the limit of dilute concentrations polymer diffusion depends on the extent of penetration of the solvent into the polymer chain. If the solvent fully penetrates the chain the Rouse theory can be applied (Rouse, 1953). In this case the friction coefficient of the chain can be approximated by the sum of the friction coefficients of the individual “beads” (primary particles) ($\zeta_p$) (de Gennes, 1988):

$$\zeta_{agg} = \zeta_p \cdot N_p$$

(19)

If we apply these concepts to agglomerates suspended in gas, we find similar conditions for nanoparticle agglomerates in the free molecular regime. Agglomerates with fractal dimensions less than about two are “transparent”, that is, (nearly) all surfaces are directly exposed to collisions with molecules from the surrounding gas (Lall and Friedlander, 2006). These conditions apply to most of the agglomerates in the form of an aerosol.

![Fig. 7. Interaction of gas molecules with spherical particles and two connected spheres which are the basic chain units of agglomerates (see Fig. 2). For such concave shaped bodies, certain surface elements are not accessible to the gas molecules (a) and provide the possibility for more than one reflection (b) (Chan and Dahneke, 1981). This has a direct effect on the friction coefficient of agglomerates.](image-url)

Chan and Dahneke (1981) computed in detail the drag on basic chain units (BCU) composed of two hemispheres with equal size (Fig. 7, here shown as two primary particles – double hemispheres) using a Monte Carlo method. The agglomerate friction coefficient, $\zeta_{agg}$, in the free
molecular regime is obtained by adding the drag over all the BCU present in the chain agglomerate:

\[
\zeta_{agg} = \frac{(c^*(N_p-1)+c^*_{sph})\mu_B d_p}{2 Kn}
\]

(20)

where \(\mu\) is the gas viscosity, \(N_p\) is the number of primary particles, \(c^*\) is the dimensionless drag of a basic chain unit and \(c^*_{sph} (= 11.3)\) is the dimensionless drag experienced by a single sphere, accounting for the presence of the two hemispherical end caps. \(Kn\) is defined with diameter of the primary particles. Therefore, the friction coefficient for spheres in the free molecular regime can also be expressed by:

\[
\zeta_p = \frac{c^*_{sph} \mu_B d_p}{2 Kn}
\]

which is equivalent to Eqs. (12) and (13) for \(Kn >> 1\). When the agglomerate orientation is random, the value of \(c^*\) is 9.34 for diffuse scattering of molecules and 6.85 for specular scattering of molecules. Dahneke (1982) assumed 7% specular reflection and 93% diffuse reflection to calculate the friction coefficient. This leads to \(c^* = 9.17\) for agglomerates with statistically averaged orientation. Lall and Friedlander (2006) developed the idealized aggregates (IA) theory for calculations of the agglomerate friction coefficient.

Fig. 8 compares calculated agglomerate diffusion coefficients in the free molecular regime for different numbers of primary particles. The agglomerates are composed of primary particles with a diameter of 10 nm. The analysis of Chan and Dahneke and Lall and Friedlander (1981; 2006) (bold solid line) and the rather simple theory by Rouse (1953) (dotted line) differ only by about 20% for \(N_p = 100\). This results from the \(c^*_{sph}/c^*\) - ratio \((11.3/9.34 = 1.21)\) for primary particles in the free molecular regime. However, approximating the agglomerate by its volume equivalent sphere \((= d_p (N_p)^{1/3})\) leads to a considerable difference by more than a factor of four for \(N_p = 100\) (thin solid line). The hydrodynamic drag of agglomerates with fractal dimensions of \(D_f = 1.7 – 2.0\) in the free-molecular regime was studied in detail by Mackowski (2006) using a Monte Carlo method. The results indicated that the fractal parameters \(D_f\) and \(k_f\) (Eq. 1) have relatively small effect on the agglomerate drag. The empirical interpolation formula proposed by Mackowski (2006) is used to calculate the diffusion coefficient for agglomerates with \(D_f = 1.8\) (Fig. 8, short dashed line). For \(N_p=100\) the diffusion coefficient is less that 35% larger than predicted by Chan and Dahneke and Lall and Friedlander (1981; 2006). Fig. 8 also shows that agglomerate diffusion
models based on the radius of gyration (Eqs. 1, 8 and 12) are not applicable (long dashed line). For fractal dimensions larger than two and larger primary particles (continuum regime) the fractal dimension may be an important parameter to consider (Tandon and Rosner, 1995). This may also be equivalent to polymer diffusion where the diffusion coefficient is proportional to the radius of gyration for non-penetrating (not transparent) chains (Kirkwood and Riseman, 1948).

Fig. 8. Agglomerate diffusion coefficients (primary particle diameter is 10 nm) at standard conditions calculated under the following assumptions: diffusion of agglomerate is equal to volume equivalent sphere (Eqs. 8 and 12) (thin solid line); empirical interpolation formula of Mackowski (2006) for \( D_f = 1.8 \) (short dashed line); theory of Chan and Dahneke and Lall and Friedlander (1981; 2006) (Eqs. 8 and 20) (thick solid line); theory of Rouse (1953) (Eqs. 8 and 19) (dotted line); sphere with the diameter of gyration of the agglomerate for \( D_f = 1.8 \) (Eqs. 1, 8 and 12) (long dashed line). For comparison the diffusion coefficients of random oriented cylinders (cylinder diameter is 10 nm) with aspect ratios of 10, 20, 50 and 100 are also shown (symbols) (Dahneke, 1973).

2.6 Particle transport by Brownian diffusion: Conclusions

Diffusion is one of the main transport mechanisms of nanoparticles in gases in quiescent air in the absence of external forces. Fig. 9 shows the root mean square displacement (Eq. 3) of spheres with different diameters after diffusing 1 second (Eqs. 8 and 12). More than one third of all particles traveled at least that distance from their original position during that time interval which can be seen from the Gaussian curve represented by Eq. 2. A 10 nm particle has traveled more than ten thousand times its own diameter. Fig. 9 also shows the strong size dependence of the particle diffusivity.
In an aerosol the diffusive motion of the particles leads to particle – particle collisions. Most of the collisions result in strong particle – particle interactions or even coalescence. This process is known as Brownian coagulation. For nanoparticles suspended in a gas Brownian coagulation has by far the highest collision rates compared with other transport mechanisms (e.g. turbulent flow) (Friedlander, 2000).

Nanoparticle diffusion is also an important mechanism for deposition in filter media or in the lung. In the lung, Brownian motion is the dominant deposition mechanism during pause between the inhalation and exhalation (Wang et al., 2005).

**3. TRANSPORT OF NANOPARTICLES BY ADDITIONAL FORCES**

Nanoparticle transport can be controlled by external force fields because these forces may act primarily on the nanoparticles and have negligible effects on fluid molecules. In this chapter we consider the forces on nanoparticles due to temperature gradients and electric fields.

**3.1 Transport in temperature gradients**

Temperature gradients can lead to the transport of molecules and nanoparticles. While the first mechanism is called thermal diffusion, the second is called thermophoresis. After a short introduction to thermal diffusion, thermophoresis is discussed in detail.
3.1.1 Thermal diffusion

In a stationary vessel containing a gas mixture a constant temperature gradient can produce a concentration gradient of the gas components. This transport of mass is called thermal diffusion. In the late 1930’s a process combining convection and thermal diffusion was described, by which mixtures of gases, particularly of isotopes, can be separated (Chapman and Cowling, 1958). The invention enabled the enrichment of radioactive material. Today, because of their high energy requirements thermal diffusion processes have been replaced by centrifugation for separation of isotopes. Thermal diffusion is characterized by the thermal diffusion ratio, $k_T$. It is a measure of the relative importance of thermal ($D^T$) and the mass (D) diffusivity (Hirschfelder et al., 1964):

$$k_T = \frac{\rho}{n^2 m_1 m_2} \frac{D^T}{D_{AB}}$$

where $n$ is the number density of all molecules and $m_1$, $m_2$ are the masses of the gas molecules. The concentration gradient formed by a temperature gradient at steady state is given by (Hirschfelder et al., 1964):

$$\frac{\partial}{\partial r} \left( \frac{m_1}{n} \right) = -k_T \frac{\partial}{\partial r} \ln T$$

The thermal diffusion ratio, $k_T$, is a complex function of temperature, concentration and molecular weights of the gases in the mixture. It becomes effective for large differences in molecular weights of the gas molecules and reduces to zero for equal molecular weights (Hirschfelder et al., 1964). The thermal diffusion ratio can be positive or negative depending on the average temperature within the temperature gradient (Hirschfelder et al., 1964) and on the concentration (Chapman and Cowling, 1958). Values of $k_T$ are in the order of $10^{-2}$ (Hirschfelder et al., 1964).

3.1.2 Thermophoresis

Thermophoresis is an important nanoparticle transport mechanism with many applications in aerosol technology (Zheng, 2002). Thermophoresis describes particle motion due to a temperature gradient in the surrounding fluid. This effect was first reported by Tyndall (1870). He noticed a particle free region around a heated metal wire which was visible as a dark space in the bright background of scattered light from the particles (“When the wire is white hot, it sends up a band of intense darkness”). Today, thermophoresis is used to remove small particles from gas streams in precipitators (Gleiter, 1989), as an aerosol sampling method (Dobbins and Megaridis, 1987), as a deposition method for nanoparticle film manufacture (Mädler et al., 2006b).
and for light guide production (Simpkins et al., 1979). The semiconductor industry uses thermophoresis to avoid “Light Point Defects” on wafers and lithographic masks by particle deposition (Stratmann et al., 1988; Peterson et al., 1989; Ye et al., 1991). Thermophoresis also causes undesired effects such as particle loss in aerosol furnace reactors (Weimer et al., 1993; Walsh et al., 2006). Thermophoretic particle deposition in boilers and heat exchangers results in scale formation and reduction in heat transfer (Kaer et al., 2006). It also contributes to particle deposition on paintings in galleries and museums (Nazaroff et al., 1990).

3.1.2.1 Thermophoresis in the free molecular regime

In the free molecular regime ($\text{Kn} \gg 1$) particle transport towards the lower temperature zone results from the bombardment of molecules with higher energy in the hotter zone (see Fig. 10 for detailed description).

Fig. 10. Schematic diagram of a particle (large center sphere) immersed in a gas. The small black dots represent the gas molecules which are randomly fluctuating. Their velocity is a function of the gas temperature (BSL 1.4-1) indicated as vector arrows. In a temperature gradient the mean velocity of the gas molecules also has a gradient. Momentum is transferred upon collision of the gas molecules with the particle. The momentum transfer is a function of the gas molecule velocity. The gradient in the mean molecular velocities produces a force on the particle and a particle movement against the temperature gradient towards the colder region (adapted from Zheng (2002)).

Waldmann et al. (1966) calculated the particle thermophoretic force from the kinetic theory of gases. Their original formula can be rearranged by substituting the mean speed of the gas molecules:
The factor $k_g$ represents the thermal conductivity of the gas which can be expressed by the following relation according to (BSL 9.3-14):

$$k_g = \frac{15 \kappa \mu_B}{4 m_B}$$

The thermophoretic velocity in the free molecular regime is calculated by equating the thermophoretic force (Eqs. 21, 22) to the drag force (Eqs. 10, 14):

$$v_{th} = -\frac{3 \mu_B}{4 \rho_B \left(1 + \frac{\pi \alpha}{8}\right)} \frac{\nabla T}{T}$$

According to Eq. (23) the thermophoretic velocity of particles in the free molecular regime does not depend on particle size and composition. However, for small nanoparticles (5 nm and less) the accommodation coefficient $\alpha$ may depend on these particle parameters (Li and Wang, 2003a).

Recently, the thermophoretic force on spherical particles in the free molecular regime has been predicted using the momentum transfer method coupled with molecular velocity distribution functions calculated by the direct simulation Monte Carlo (DSMC) method (Gallis et al., 2001). These methods have shown that the model of Waldmann et al. (1966) can be used with acceptable accuracy to calculate the thermophoretic force on particles in monoatomic and polyatomic gases and their mixtures. Advantages of DSMC models are the ability to consider wall effect and any given gas mixture (Gallis et al., 2004).

### 3.2.1.2 Thermophoresis in the transition and continuum regime

For particles that are larger than the mean free path of the gas, the motion in a temperature gradient is rather difficult to describe theoretically. The explanation is based on a creep velocity directed towards the high temperature side, propelling the particle towards the low temperature side. Brock (1962) derived the thermophoretic velocity in the continuum regime using a fluid mechanics approach with slip-corrected boundary conditions. The thermophoretic force given by
Brock (1962) is a function of thermal ($C_t$) and momentum ($C_m$) exchange coefficients which can be expressed by the accommodation coefficient ($\alpha$) (Ivchenko et al., 1971; Talbot et al., 1980):

$$F_{th} = -\frac{\pi}{2} \frac{\mu_B^2}{\rho_B} d_p \left( \frac{1}{1 + 3C_m Kn} \right) \left( \frac{\frac{k_B}{k_B^p} + C_t Kn}{1 + 2\frac{k_B}{k_B^p} + 2C_t Kn} \right) \nabla T$$

Best agreement with experimental data was obtained with $C_t = 2.48$ and $C_m = 1.00$ for pure diffuse reflection of molecules. Equating the thermophoretic force with the particle drag force (Eqs. 10, 12) results in the thermophoretic velocity (Brock, 1962):

$$v_{th} = -\frac{\pi}{2} \frac{\mu_B}{\rho_B} C_c \left( \frac{1}{1 + 3C_m Kn} \right) \left( \frac{\frac{k_B}{k_B^p} + C_t Kn}{1 + 2\frac{k_B}{k_B^p} + 2C_t Kn} \right) \nabla T$$

(24)

It can be shown that in the limit of $Kn \to \infty$ the thermophoretic velocity given by Eq. (24) is 57% of the thermophoretic velocity in the free molecular regime derived by Waldmann (1966) (Eq. 23) when approximating the Cunningham correction factor by $C_c = (1 + 1.257 Kn)$ (Eq. 13). This enabled the interpolation of the original equation by Brock (1962) from the continuum to the free molecular regime (Fig. 11). Talbot et al. (1980) suggested the following relation:

$$F_{th} = -6 \frac{\pi}{2} \frac{\mu_B}{\rho_B} d_p C_s \left( \frac{1}{1 + 3C_m Kn} \right) \left( \frac{\frac{k_B}{k_B^p} + C_t Kn}{1 + 2\frac{k_B}{k_B^p} + 2C_t Kn} \right) \nabla T$$

(25)

The dimensionless coefficients $C_m$ and $C_t$ are manifestations of non-continuum hydrodynamic isothermal “velocity slip” and “thermal jump” effects, respectively, whereas $C_s$ is Maxwell’s, non-isothermal slip-velocity (thermal creep) coefficient which can also be expressed as a function of the accommodation coefficient $\alpha$. The thermophoretic velocity is derived by equating the thermophoretic and drag force using Eqs. (10, 12):

$$v_{th} = \frac{2\mu_B C_s \left( \frac{k_B}{k_B^p} + C_t Kn \right) C_c}{\rho_B \left( 1 + 3C_m Kn \right) \left( 1 + 2\frac{k_B}{k_B^p} + 2C_t Kn \right)} \nabla T$$

(25)

A compilation is available of “best fit” experimental values for these three semi-empirical coefficients, corresponding to the values $C_s = 1.17, C_m = 1.14$ and $C_t = 2.18$. 
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3.2.1.3 Thermophoresis in the continuum regime: an alternative approach

Despite the wide acceptance that the velocity appearing in Newton’s viscosity law is the mass average velocity (BSL B.6 and 17.7-1):

\[ v = v_m \]

Brenner (2005b) proposed that volume average velocity, \( v_v \):

\[ v = v_v \]

would be a better representation in some cases. In an isobaric compressible system, temperature gradients within a fluid element result also in a density gradient (e.g. ideal gas law). Such a density gradient leads to fluid motion with regard to the volume of the fluid. Particles that are embedded in the moving compressible fluid parcel will be transported as a result of the density and therefore temperature gradient. This analysis is especially helpful in the continuum regime where the discussion based on molecular gas dynamics cannot be applied readily. In what follows we will introduce the analysis of Brenner (2005b) and compare it to the experimentally based results of Talbot et al. (1980) (Eq. 25).

The volume and mass velocities are related through the diffusion velocity of volume (compare to BSL 17.7-3 and -4) (called diffusive flux by Brenner (2005b))

\[ v_v = v_m + j_v. \]  

(26)

The derivation of the diffusion velocity has been given in detail by Brenner (2005a):

\[ j_v = \alpha_v \nabla \ln \rho_B, \]  

(27)

where \( \alpha_v \) is the volume diffusivity defined by Brenner (2005a). For ideal gases the temperature is inversely related to the density and therefore the diffusion velocity becomes positive with regard to the density gradient (Eq. 27). The respective heat or mass-transfer cases to which Eq. (27) can be applied corresponding to \( \rho_B = \rho_B(T) \) for a fixed pressure. In case of an incompressible fluid the fluid density, \( \rho_B \), is uniform throughout the fluid and the mass and volume velocities are equal.

In this framework the velocity of the solid particle \( u \), at a point lying on its surface \( \partial V_s \) is:

\[ v_v - u = 0 \quad \text{on} \quad \partial V_s \quad \text{for a non-conducting sphere} \]

since \( v_m = 0 \) in a quiescent fluid it follows from Eq. (26) that
\[ v_v = j_v = u \] (28)

The particle velocity \((u)\) is equal to the volume velocity because the density gradient is coupled to it. This links the particle’s thermophoretic motion to the fluid’s thermal expansion.

More specifically using the fluid coefficient of thermal expansion, \(\beta_{th}\) at constant pressure:

\[ \beta_{th} = -\left( \frac{\partial \ln \rho_h}{\partial T} \right)_p \] (29)

the particle velocity can be expressed for non-conducting spheres using Eqs. (27, 28, 29):

\[ U = v_{th} = -\alpha_v \beta_{th} \nabla T \]

A more detailed calculation for the case \(k_p \neq 0\) yields (Brenner, 2005b):

\[ u = v_{th} = -\frac{\alpha_v \beta_{th}}{1 + \left( k_p / 2k_g \right)} \nabla T \]

The volume diffusivity for gases is related to the Prandtl number, \(Pr\), by the following relation (BSL Eq. 9.3-16):

\[ \alpha_v = \frac{1}{Pr} \frac{\mu}{\rho} \]

where \(Pr = c_p \mu / k_g\). Using the fact that \(\beta_{th} = 1/T\) for ideal gases, we obtain:

\[ u = v_{th} = -\frac{1}{Pr} \frac{1}{1 + \left( k_p / 2k_g \right)} \frac{\mu}{\rho} \nabla T \] (30)

In the continuum regime \((Kn = 0)\) with \(Pr \approx 0.73\) for a di-atomic gas (Table for \(Pr\) is given in BSL 9.3-1) this relation predicts a thermophoretic velocity which is only 17% higher from the empirical correlation of Talbot et al. (1980) (Eq. 25). Eq. (30) is based upon purely continuum-mechanical arguments (without slip), which suppose that \(v = v_v\). In summary, Brenner identifies
the density gradient to be the fundamental source of the velocity difference for thermophoretic particle motion in the continuum regime.

**Fig. 11.** Dimensionless thermophoretic velocity calculated based on the relations of Waldmann and Schmitt (1966), Eq. (23); Talbot et al. (1980), Eq. (25); and Brenner (2005b), Eq. (30). For $Kn > 1$ (particles smaller than the mean free path) the velocity becomes independent of particle composition and size. In this limit the equation derived by Waldmann (1966) for the free molecular limit can be used. For smaller Knudsen numbers (particles larger than the mean free path) the thermal conductivity ratio between the particle and the gas ($k_g/k_p$) becomes an important factor. High particle conductivity results in a decrease of the temperature gradient around the particle by thermal conduction within the particle. For particles in the continuum regime $Kn \ll 1$ the thermophoretic velocity becomes independent of particle size as predicted by Brenner (2005b) and (Talbot et al., 1980) (Fig. adapted from Friedlander, 2000).

### 3.1.2.4 Thermophoretic motion of agglomerates

Mackowski (2006) and Zurita-Gotor (2006) independently stated that for nanoparticle agglomerates ($Kn > 1$, $D_f < 2$) the thermophoretic velocity is independent of size and morphology. In the transition regime Mackowski (2006) has theoretically shown that the thermophoretic velocity of agglomerates obeying the IA theory with random orientation is only slightly larger than that of spherical particles with the same volume. In the near-continuum regime thermophoresis can result in an orienting torque on the agglomerate (Mackowski, 1990) which for sufficiently large temperature gradients offset the randomizing action of Brownian rotation (Filippov, 2001). In addition, thermal nonequilibrium caused by particle radiation absorption and/or emission can result in body-fixed phoretic forces which can be considerably larger than the space-fixed forces arising from thermophoresis.
3.1.2.5 Examples of technical applications of thermophoresis

Fabrication of optical fibers

Optical fibers for today’s telecommunication are produced in a modified chemical vapor deposition (MCVD) process in which a high temperature stream carrying silica-germanium particles (about 10 nm or larger) deposit on the inner wall of the optical fiber preform tube (Fig. 12) (Simpkins et al., 1979). In this process thermophoresis is the dominant effect by which silica and germania particles deposit on the wall in the MCVD process while the gas flow is parallel to the tube wall (left to right in Fig. 12). Understanding of the thermophoretic principles has led to better design of the process and higher deposition rates by establishing a radial temperature gradient around the fiber preform. After the deposition process is completed the preform is calcined to an optical fiber.

Fig. 12. Schematic of particle deposition in the fabrication of optical light guide preforms (Simpkins et al., 1979). Silica and germania particles deposit by thermophoresis on the walls. The oxide mixture controls the refractive index of the light guide which enables light transport with minimal losses.

Thermophoretic sampling of aerosols

Studies of particle morphology and composition in reaction environments (e.g. combustors, aerosol reactors, flames) are important for process control and optimization. Dobbins et al. (1987) developed a technique which is based on the fact that soot deposition rates on cold targets immersed in flames are dominated by particle thermophoresis. The method is based on subjecting a cold probe surface for exposure times as short as 30 ms into a particle laden flame (e.g. sooting flame). Several thermophoretic probes exposed to the flames are examined by transmission electron microscopy (TEM) to reveal particle morphology. The morphological information provide not only valuable qualitative information on particle agglomeration, surface growth, and oxidation but also quantitative data on primary particle size as a function of reactor coordinates. Today, the thermophoretic sampling technique is routinely used in aerosol reactor characterization because the deposition rate does not depend on particle size and morphology for Kn > 1 (nanoparticles).
**Thermophoretic film formation**

Since the discovery of gas sensing effects on metal-oxide particles by Heiland (1957) these particles have found increasing use in applications spanning from toxic and explosive gas alarms to automotive sensors (Marek et al., 2003). State-of-the-art gas sensors are generally fabricated using nanoparticles deposited as thick sensing films (Barsan et al., 1999). However, conventional sensors suffer from serious technical limitations related to the way in which the nanoparticles are processed leading to significant variability of gas sensing performance, multiple and complex processing steps, and limited flexibility for multi-layer or functionalized configurations. Aerosol synthesis applying the Flame Spray Pyrolysis (FSP) technique (Mädler et al., 2002) has been used for direct (in-situ) deposition of pure and functionalized (doped) sensing materials which eliminates these difficulties (Mädler et al., 2006b). The direct thermophoretic deposition of nanoparticle agglomerates from the (hot) aerosol phase on the (cool) microelectronic chips results in fully formed functionalized sensing films (Fig. 13). These sensors are highly sensitive to carbon monoxide (CO).

![Diagram](image)

**Fig. 13.** Directly deposited sensing layers: a) Flame spray pyrolysis (FSP) apparatus for producing sensing nanoparticles that are directly deposited, forming sensing layers on a cooled substrate positioned above the flame. The inset graphic shows the sensor substrate with cutaway of the directly deposited sensor layer. b) SEM micrographs of a directly deposited SnO\textsubscript{2} sensing layer (deposition time of 180 s). c) High-magnification top-view of layer. d) Cross-sectional side view. Note the sensor layer thickness of 30 ± 3 µm (Mädler et al., 2006b).
Protection of lithographic masks against particle deposition

In the last few years the semiconductor industry uses thermophoresis as an effective tool to avoid “Light Point Defects” on wafers by particle deposition (Stratmann et al., 1988; Peterson et al., 1989; Ye et al., 1991). Extreme ultraviolet (EUV) lithography will be introduced in 2009 to reduce the semiconductor feature size (Intel press release). To serve as a viable technology, particle contamination must be excluded from the lithographic mask. Traditional methods of lithographic mask protection, such as using organic membranes cannot be applied because the membrane absorbs too much EUV radiation and degrades under the EUV beam. Dedrick et al. (2005) developed a thermophoretic pellicle that protects the lithographic mask from particles using thermophoresis. Two requirements of the thermophoretic pellicle are: 1) the mask must be warmer than its surroundings and 2) the gas pressure must be sufficiently high to enable thermophoretic protection. Effective thermophoretic protection was reported for particles from 65 to 300 nm, over a wide range of gas pressures for temperature gradients as small as 2 – 15 K/cm.

3.2 Transport in electrical fields

Electric field forces which act on charged nanoparticles are commonly used in their filtration, production, classification and characterization.

3.2.1 Charging of nanoparticles

Nanoparticles suspended in a gas usually acquire some charges at the time of generation. Particle charging occurs when small ions attach to the particle surface. These ions can be generated by an external source such as a wire discharge or a radioactive source. In some cases particles charge themselves by heating to the point where they emit ions or electrons (thermoionic charging). Particles also attain a charge by radioactive decay of particle components (self charging). The charging is called bipolar in cases where the particles are charged with both polarities (positive and negative charged particles). If the particles are only charged with one polarity the charging is called unipolar. The number of acquired charges decreases with particle size. Bipolar charging of aerosols can be realized with a Kr85 radioactive source. The X-ray radiation ionizes the gas molecules which transfer the charge to the nanoparticle aerosol. Fig. 14 shows the fraction of particles with one and two units of positive charge after bipolar charging (Wiedensohler, 1988). Most of the nanoparticles remain uncharged. This poses a considerable difficulty for collection of nanoparticles by electrostatic precipitators. Higher charging efficiencies have been achieved with a corona charging. In this case only gas ions of one polarity (unipolar) are generated which will interact with the aerosol particles. Pui et al. (1988) have experimentally demonstrated that nearly 40% of 10-nm particles are charged for n_i t values of the order of 10^7 ions s/cm^2 (n_i is the ion concentration and t the charging time).
Fig. 14. Fraction of charged particles after passing through a bipolar charger. Only five percent of all particles smaller than 10 nm carry one positive charge. Particles larger than about 50 nm can also carry more than one charge while their fraction usually remains less than 10%.

3.2.2 Transport of nanoparticles in an electrical field

Charged nanoparticles are effectively transported in an electric field. The force on a particle carrying $i$ elementary units of charge in an electrical field of strength $E$ is given by:

$$F_{el} = i e E$$

where $e$ is the elementary charge. When the electrical force is balanced by the drag force (Eq. 10) a steady migration velocity is obtained:

$$v_{el} = \frac{i e E}{\zeta}$$

Fig. 15 shows the steady state velocity of spherical singly charged nanoparticles. A 10 nm particle in an electric field of 2 kV/cm and 8 kV/cm has a migration velocity of 0.41 m/s and 1.64 m/s, respectively. These field strengths approximate the ones used in electrostatic precipitators (Friedlander, 2000). In comparison, an equivalent thermophoretic velocity of the same magnitude requires a large temperature gradient of $1.5 \times 10^6$ K/m. The high velocity of charged nanoparticles is advantageous in nanoparticle collection systems such as electret air filters. The electret in the filter possesses a permanent electric polarity (without external electrical field), analogous to a
permanent magnet. Charged particles are attracted by the electrical field force. This increases the collection efficiency and therefore the packing density of the collection fibers can be reduced which decreases the ventilation resistance of the filter - a key parameter in automotive cabin climate control.

**Fig. 15.** Migration velocities of singly charged nanoparticles obtained under different electrical field strength (E). Small particles can obtain large migration velocities in electric fields once they successfully charged.

### 4. NANOPARTICLE TRANSPORT IN CONVECTIVE FLOWS

The transport of nanoparticles by the motion of the carrier gas is the predominant transport mechanism in the environment. Convective flows can lead to nanoparticle transport over hundreds of kilometers making their presence to a global effect world wide. The diffusional transport of the nanoparticles is always present and superimposed on the convective flow. This diffusional transport in flowing fluids is called convective diffusion. Additionally external force fields have major effects on particle motion. All three mechanisms (convection, diffusion, force fields) will affect the spatial particle concentration of a specific particle size with respect to time \( n(x,y,z,t,d_p) \). The change in particle concentration is described by the following equation:

\[
\frac{\partial n}{\partial t} + \mathbf{v} \cdot \nabla n = D \nabla^2 n - \nabla \cdot \mathbf{en} \quad (31)
\]
The values of the particle diffusion coefficient ($D$) and the particle migration velocity $v$ (e.g. thermophoretic velocity) are discussed in chapter (2) and chapter (3), respectively. The new quantity entering Eq. (31) is the gas velocity distribution, $v$, which is determined by the fluid mechanical regime. In some cases, $v$ is obtained by solving the Navier-Stokes equation, but in most cases experimental data may be necessary. Solutions of Eq. (31) for specific applications and therefore specific boundary conditions are very well described by Friedlander (2000, chapter 3). This chapter is recommended for further reference on this topic.

5. SUMMARY

Transport of nanoparticles in gases differs from molecular transport. Nanoparticles are at least one order of magnitude larger than gas molecules which results in at least two orders of magnitude more surface area and three orders of magnitude more mass. Gas molecules interact with the nanoparticle surface area leading to momentum and heat transfer which translate into drag, Brownian motion and thermophoresis. The surface of nanoparticles is large enough to carry one or more charges which greatly influences their transport in electrical fields. The larger mass of nanoparticles leads to inertia effects such as persistence of Brownian velocity. Therefore, the mean free path of nanoparticles is larger than the gas mean free path. Nanoparticle sizes span over a size range of at least two orders of magnitude from 1 to 100 nm. For small nanoparticles (1 nm) their transport has similarities to molecular transport. However, as the size of the nanoparticle increases, momentum exchange with the gas molecules and nanoparticle inertia are different extending into the regime where corrections to the gas continuum model can be used. Nanoparticle agglomerates are the natural form of aerosol particles. Their transport properties in gases differ to that of spheres. Therefore, nanoparticle structure and morphology has to be taken into account in addition to their size. A key parameter for nanoparticle transport is the friction coefficient which was also presented for agglomerates. Nanoparticle transport is important in many applications ranging from aerosol sampling, nanoparticle film manufacture, light guide production, semiconductor protection etc.
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